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Abstract- Brain computer interface (BCI) is a system that provides a communication link between the user 

and their external activities without the help of their peripheral muscles and nerves. This system's efficiency 

purely depends on the two controllers, who send their commands via EEG and the BCI, which converts the 

commands into the desired action. This research area is gaining massive attention in recent years by 

researchers due to its extravagant outputs for physically disabled people.  Here this BCI system collects the 

brain signals or activity from the human brain using various signal collection methodologies and converts 

those raw signals into meaningful commands that control the external device without their physical help. This 

ultimate transformation is achieved by multiple transformation techniques through various phases. This paper 

aims to review the evolution of the BCI; the general framework from which the BCI is developed, the latest 

translational algorithms, feature selection strategies, artefact removal methods, and finally the paper is 

concluded by suggesting the readers the area of exploration in efficient BCI development. 
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1. Introduction: 

Communication is the bridge that helps people to share their 

thoughts and knowledge with other people. Ordinary people 

communicate their ideas through speech while physically 

challenged people express their thoughts and feelings using 

hand gestures. If those people have severe motor disabilities, 

they need some assistance or help to deliver their thoughts 

via some medium. BCI is such a system that helps 

physically disabled people control external devices without 

their physical body[1,2,3]. 

BCI collects the brain signal from the human brain using 

devices like EEG, fMRI, MRI, MEG etc, [4] processes the 

signals using various techniques and produces control 

signals to activate external devices or communicate with the 

external world.  EEG machine is the most popular device 

used by the researchers for their research since the results 

obtained via this medium have high resolution than others. 

This method is cost-effective and easy to utilization 

compared with other devices used to record brain activity. 

EEG machine is the device used to record and monitor the 

various electrical activities in the brain. Such brain signals 

recordings are useful for diagnosing various brain-related 

conditions such as Epileptic Seizer, brain death, coma, sleep 

disorder, encephalopathy, etc. in the medical field. This 

machine can be used in two different ways one is the 

invasive method and the other one is non-invasive method 

[5,6]. The former needs technical expertise to work on since 

the electrodes are to be placed deep inside the skull and 

expensive. The researchers widely use the latter one since it 

is easy to work with. In this method, the electrodes are 

placed on the desired positions on the scalp and the signals 

are acquired[7,8]. 

In order to create a Robust BCI system, the transformation 

of the raw signals follows four different phases to deliver 

proper commands. The first phase is the signal acquisition, 

where the brain signals are captured from various devices 

such as EEG, MRI, MEGetc [9, 10]. The second phase is the 

pre-processing, where unwanted noises such as blinking 

eyes, eye movement, heartbeats, etc have to be removed. 

The third phase is the most important phase where the noise-

free signals are formed into meaningful patterns alias 

relevant features are extracted depending upon the task that 

has to be performed by the BCI[11,12,13]. This step reduces 

the dimensionality as well as the computational complexity 

[14]. The final phase is the classification phase, where the 

feature signals are separated into classes using powerful 

algorithms called classifiers to nail the developer's motive. 

Due to the vast size of this research area, this paper aims to 

provide the reader with the evolution of the BCI with 
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respect to usage in recent years and the latest techniques 

used to model BCI and their advantages and limitations[15]. 

 

2. Pre-processing techniques: 

The EEG signals that are recorded contain unwanted 

artifacts (eye movement, blinks, movement of muscles etc.,) 

which deteriorate the main aim of the BCI development 

process. These contaminated signals largely affect the 

accuracy of the desired action. Hence, to acquaint the exact 

brain patterns of individual tasks and eliminate the 

unwanted noises, a technique is followed called the pre-

processing technique. This stage has a tremendous value of 

pruning out the artifacts leaving back the clean data. The 

pre-processing step includes three ways, such as avoiding 

the noises, rejecting the noises, or removal of noises. Some 

of the common signal enhancement strategies that are used 

are given in the table below; 

S.NO TECHNIQUE CONCEPT STRENGTH LIMITATION 

1. Common 

Average 

Referencing 

It removes the noise by 

eliminating the different activity 

leaving back the idle activity of 

each and every position of the 

electrode [16]. 

Improved Signal to noise ratio 

(SNR). Gives good result for 

motor imagery tasks. 

Incomplete head 

coverage[17,18]. 

2. Adaptive 

filtering 

 

It tries to model the relationship 

between different signals 

iteratively. 

Works well for signals and 

interferences with overlapping 

spectra [17]. 

Need of reference 

signal. 

3. Surface 

laplacian 

It is an effective spatial filter 

used to improve SNR. It 

estimates the density entering 

and exiting the skull[19]. 

Robust against the artifacts 

emerging outside the covered 

regions and solves the 

electrode reference 

problem[20]. 

Sensitive to artifacts 

and spline pattern 

[21]. 

4. Common 

spatial 

patterns(CSP) 

 

CSP transforms the EEG signal 

into variance matrix that 

discriminates between various 

classes [20]. It is highly 

sensitive to electrode position. It 

uses spatial filtering for pattern 

recognition [22]. 

Does not need any pre 

selection or knowledge of 

bands [20]. 

Sensitive to 

electrode position. 

5. Independent 

component 

analysis (ICA) 

 

It separates the noises from   

EEG signal into independent 

components based on the 

characteristics of data without 

depending on electrode 

positions [17]. 

 

Computationally efficient for 

huge amount of data [23]. 

Need more 

computation for 

decomposition. 

6. Principal 

component 

analysis. 

 

It transforms the set of 

correlated vectors into linearly 

uncorrelated vectors which is 

known as “principal 

components” [22,24] 

Helps in reduction of feature 

dimension. 

Not as good as ICA 

[20]. 
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3. Feature Selection techniques: 

High dimensionality is a curse for classifying the data in 

various fields. Reduction of dimensionality can be done in 

two ways, namely feature selection and feature extraction 

techniques depending upon the various aspects of the dataset 

and prediction that has to be made. Feature selection relies 

more on the feature engineering process rather than the 

analysis part, here a subset of best input features are selected 

without affecting other features. Feature extraction 

transforms the original feature set and gives a composite 

feature set. Selecting the features without losing the 

information depends on the robustness of various algorithms 

used to discriminate classes. 

Initially, the original input variables are used to generate the 

subset features by removing irrelevant and redundant data 

without losing any information and fed into the learning 

machine. The performance of the selected features is 

evaluated. If the performance is improved, the final subset 

of features is generated else, the process starts from the 

subset selection phase. The final best subset will be 

validated using different tests. 

Basically, the feature selection techniques are categorized 

into three types namely filter, wrapper and embedded 

method [25]. The filter method selects the subset of features 

based on their intrinsic characteristics of data independent of 

the mining algorithm; it is good for the computation of high 

dimensional data[26]. The wrapper method requires 

predetermined data to produce a better subset of features. 

The embedded method utilizes the filter and the wrapper 

method to produce best results [26]. The characteristics of 

the feature selection are shown in fig 2. 

An outline of basic feature selection algorithms is given in 

the paper[3] by Ladla et al.Based on the characteristics of 

the feature selection method  such as search organisation, 

feature generation and evaluation measure, nine feature 

selection methods are compared and contrasted in the paper 

[28] and shown in  the table below; 

ALGORITHM SEARCH 

ORGANISATION 

FEATURE 

GENERATION 

EVALUATION 

MEASURE 

CONCEPT  

Correlation 

coefficient 

 

Sequential Forward selection Divergence  Evaluates how well an 

induvidual feature  

contributes to the seperation 

of class[33]. 

Between 

Within(BW)-ratio 

Sequential - Divergence It finds the ratio of between 

group and within group and 

selects the feature with high 

BW ratio. It is useful for 

selecting group of feature 

from feature space [29]. 

Prediction Analysis 

of 

Microarray(PAM) 

Sequential Weighted Distance It does class prediction 

using gene expression. It 

selects the best gene subset 

by using shrunken centroid 

[30]. 

Minimal 

Redundancy 

maximum Array 

(mRmR) 

Random Forward selection Mutual 

information 

It finds the mutual 

dependency between two 

variables. It minimizes the 

redundancy [33]. 

I-RELIEF 

 

Random Weighted Distance It finds the relevance of 

features in the neighborhood 

around the target[33]. 

Conditional Mutual 

Information 

Sequential Forward selection Conditional 

mutual 

It finds the feature that has 

maximum relevance to thye 
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Maximization(CMI

M) 

information target class using 

conditional mutual 

information [33] 

Interact 

 

Sequential Backward 

elimination 

Consistency It finds the interaction 

among the features by 

backward elimination 

measuring the consistency 

Genetic Algorithm 

 

Random Weighted Consistency It uses natural biological 

process and randomized 

search for finding the 

feature subset which is 

represented in strings[30] 

SVM Recursive 

Feature 

Elimination(SVM-

REF) 

Sequential Backward 

elimination/weigh

ted 

information It finds the features which 

leads to the largest margin 

of class seperation and does 

ranking[31]. 

 

4. Classification techniques: 

After selecting the relevant features, the subset is given as 

an input to various classifiers to do the classification 

process. The famous classifiers used in the BCI 

development are Linear classifiers, Neural Networks, Non 

linear Baysien classifier, Nearest neighbour classifier, and 

Hybrid classifiers. 

Linear Classifiers: These are the popular classifiers that are 

used in the BCI development process. Here the linear 

functions are used to distinguish the feature sets to various 

classes. Two main algorithms used in this category are; 

Linear Discriminant Analysis (LDA) : It mainly uses 

hyperplanes to separate the features between different 

classes this technique has less computational requirement 

and produce good result with ease of use, so it is widely 

used in BCI systems such as motor imagery based BCI,P300 

BCI, asynchronous BCI’s [ 34,35,36,37]. The main 

drawback is that it may produce poor results for nonlinear 

EEG data. 

Support Vector Machine(SVM): it also uses the hyperplanes 

to separate data but the margins are maximized here rather 

than LDA, which causes more generalization. It is mostly 

applied to synchronous BCI problems and has produced 

good results[36,38,39] . The main advantage of SVM is that 

it has good generalization properties and it reduces the curse 

of dimensionality. 

Neural networks(NN):It produces nonlinear decision 

boundaries using several artificial neurons[40]. The most 

widely used NN is Multilayer Perceptron.  

Multilayer Perception (MP): it generally has one input layer, 

one or more hidden layers, and one output layer. The 

neurons are connected in a pipelined manner, such as the 

input neuron is connected with the output of the previous 

neuron. The neuron of the output layer classifies the input 

feature. NN has been widely used in solving many of the 

BCI problems such as synchronous, asynchronous, binary 

and multiclass BCI. Without a hidden layer, MP is called as 

a perceptron and it produces results equal to LDA. One of 

the important NN architectures is Gaussian Classifier 

[41,42], which has been created explicitly for BCI. 

Non- Linear Bayesian Classifiers: These classifiers are 

used to produce non linear decision boundaries and efficient 

removal of uncertain samples. This has not been widely 

used nowadays in BCI development because it is not as fast 

as other techniques. The major two types of Bayesian 

classifiers are Bayes quadratic and Hidden Markov 

model(HMM). 

Bayes quadratic: It assigns the feature vector with the 

highest probability to the class it belongs to[43,44]. The 

probability is calculated using the MAP (Maximum A 

Posteriori) rule [49]. Even though this classifier is not 

widely used it the BCI development process, it has shown 

good success rates when classifying motor imagery[45,46] 

and mental tasks [47,48]. 
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Hidden Markov Model (HMM): HMM is one of the most 

popular dynamic classifiers that classify time series data 

[50]. It uses a probabilistic approach for classifying the 

feature vectors; In BCI this approach is called Gaussian 

Mixture Models(GMM) [52]. Another type of HMM is 

Input output HMM or IOHMM  these type of HMM can 

discriminate several classes rather than that of the HMM 

[51]. 

Nearest Neighbour Classifiers: These are relatively simple 

classifiers by simply assigning the feature vectors to the 

class which are present as their nearest neighbours. This 

assigning operation is generally done by calculating the 

distance between the feature vectors. The nearest neighbour 

can either be a feature vector from the training set (kNN) or 

from a class model (Mahalanobis distance). 

K Nearest Neighbour: By using the distance metric [38] the 

nearest neighbours of the feature vector within the training 

set are calculated and assigned to the relevant class. It 

produces nonlinear decision boundaries with high value of 

“k” and a sufficient amount of training samples. The main 

limitation here is that the classifier is very sensitive and has 

a dimensionality curse [53]. Mahalanobis distance: It 

assumes a Gaussian distribution for each model of the class 

and assigns the feature vectors to each model of the class 

depending upon their nearest distance measure. It acts as a 

robust classifier for multiclass and asynchronous BCI’s [54]. 

Hybrid classifiers: These are the recent trends in BCI 

development process since different classifiers' aggregation 

provides robust results. The combining strategy is followed 

because it reduces the variance as well as classification 

errors. The techniques used in combining different 

classifiers are as follows; 

Boosting: It is a multilayered approach of several classifiers, 

each classifier focuses on the previous classifier's weakness 

[55]; hence it builds a powerful classifier. The limitation 

here is it could lead to mislabels [56]. This method has been 

tested with MLP and OLP [57,58]. 

Voting: Here, several classifiers are used to assign the 

feature vectors to a particular class finally, the majority will 

win the race [56]. This method has been widely used in BCI 

research due to its simplicity and efficiency. 

Stacking: In this approach, the feature vector is initially 

given to one classifier, which is called as the level-0 

classifier. The output of this is given to the next classifier 

called level 1 classifier or the meta classifier and this 

classifier gives the final decision [59]. Mostly HMM is used 

as a level 0 classifier ans SVM is used as a Meta classifier 

[60]. 

5. Recent Trends in BCI development: 

Some of the recent researches that are carried out in BCI are 

as follows: 

S.no Paper name& Author Journal 

& year 

Feature 

extraction/selection 

technique 

Classification 

technique 

Application 

1 EEG based  Strategies to  

Detect Motor imagery for 

Control and Rehabilitation 

 

IEEE 

2017 

Filter Bank Common 

Spatial Pattern 

(FBCSP) algorithm / 

Mutual information 

Adaptive Motor imagery for 

Control and  

Rehabilitation 

 

2 TimbreClassificationMeth

od Based On The Common 

Spatial PatternFilter  

 

IEEE 

2017 

Common Spatial 

Pattern (CSP)  

Covariance matrix Timbre  

Classification  

3  Classification 

OfComputed Tomography 

Scanner Manufacturer 

Using Support Vector 

Machine  

IEEE 

2017 

Density distribution Support Vector 

Machine(SVM) 

Quantitative CT 

analysis 
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4 Design and Evaluation of a 

P300-ERP based BCI 

System for Real-Time 

Control of a Mobile Robot 

 

IEEE 

2017 

ERP Spectrally Filter. Regularized 

logistic regression 

To control a mobile 

robot 

Platform into four 

directions (left, 

right, front, back). 

5 An Online Self-paced 

Brain-Computer Interface 

Onset Detection Based On  

Sound-production Imagery 

Applied To Real-life 

Scenarios. 

IEEE 

2017 

Autoregressive  

Coefficients, Band 

Power, Common 

Spatial Patterns And 

Discrete  

Wavelet Transform  

Linear  

Discriminant  

Analysis (LDA) 

 

Onset Detection  

Based On Sound-

production  

Imagery  

6. Conceptual Analysis of 

Epilepsy Classification  

Using Probabilistic 

Mixture Models  

 

IEEE 

2017 

 Power Spectral 

Density (PSD) 

 

Gaussian Mixture 

Model  

(GMM) 

 

The detection of the 

abnormal EEG 

segments which 

relates to  

The activities of the 

seizure. 

7. Classification  

Of Midazolam-Induced 

Sedation Depth Based On 

Spatial And Spectral 

Analysis  

 

IEEE 

2017 

GFS [Using 

Coefficients Of  

Multidimensional 

Channels 

InInterestFrequency 

Range] 

 

 

Linear  

Discriminant  

Analysis  

(LDA)  

 

Classification  

Between The  

WakefulnessAnd  

Unconsciousness  

Under Midazolam-

induced Patient-

controlled Sedation 

(PCS)  

8 Identification of Attention 

State for Menu-Selection 

using In-Ear EEG 

Recording 

IEEE 

2017 

Fisher ratio Support Vector 

Machine(SVM) 

the attention state 

recorded from in-

ear EEG was 

discriminated from 

the resting state to 

use simple 

application of one-

button menu 

selection 
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9 A Brain-Computer 

Interface Speller using 

Peripheral Stimulus-based 

SSVEP and P300 

IEEE 

2017 

Canonical Correlation 

Analysis (CCA) 

Linear 

Discriminant 

Analysis (LDA) 

A novel hybrid 

speller that is 

SSVEP feedback 

with peripheral-

vision stimulus to 

the conventional 

P300 paradigm. 

10 Riemannian Geometry 

Applied to Detection of 

Respiratory States from 

EEG Signals: the Basis for 

a Brain-Ventilator 

Interface 

IEEE 

2016 

Covariance 

matrices(CM) 

k- means 

clustering 

Detects patient-

ventilator 

disharmony when 

verbal 

communication is 

difficult. 

 

6. Conclusion: 

This paper has reviewed the history of BCI development, 

various data acquisition methodologies with their strengths 

and weaknesses, pre-processing techniques with their 

advantages and limitations; feature selection techniques with 

their evaluation measure; classification techniques and the 

recent research in BCI development. This review depicts 

only the most popular or generalized techniques and 

methods used in the BCI development process. There are a 

lot more in-depth to explore in this field as it develops 

rapidly and introduces new ideas to all the issues related to 

human-machine interaction. In order to develop and launch 

a successful BCI in society, the system needs to be fast 

enough and produce accurate results. These two criteria can 

be achieved only if we have interdisciplinary research 

among the researchers. The readers are suggested to focus 

on these criteria to develop a robust BCI by analyzing 

society's desires and needs. 
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